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ABSTRACT Students beginning the study of biochemistry or biophysics at
the undergraduate or even early graduate level are often overwhelmed by the
complexity of the systems and the nomenclature. By comparison, chemical systems
appear simple, as students can more easily relate to introductory chemistry
courses, where the molecules are smaller and bind yet smaller ions. This allows stu-
dents to write the structure of the entire molecule on a piece of paper and see
exactly to which functional groups an ion, such as a proton (Hþ) in the simplest
case, binds. Yet, concepts that are fundamental in biochemical macromolecules,
namely proteins, can perfectly well be taught at the undergraduate or beginning
graduate level, and probably be more easily understood, by using simpler, familiar
chemical examples. The concept of interacting binding sites, which is at the root of
cooperativity in protein binding reactions and conformational changes, is already
present in simple molecules, such as ethylenediaminetetraacetic acid (EDTA). In
this article, we show how to teach these topics by using the idea of the partition
function, rather than a formal algebraic approach, to treat the binding of protons
to EDTA. Profound concepts, such as that of interacting sites, appear naturally in a
small molecule, where the origin can be easily ascribed, in this case, mainly to elec-
trostatic interactions. Equipped with this understanding and this approach, stu-
dents will be able to tackle more complicated biochemical systems, in which the
molecules are larger, but the concepts are the same.

KEY WORDS ligand binding; interacting sites; polyprotic acid;
causal mechanistic reasoning

I. INTRODUCTION
Biophysical education is usually understood in terms of how to

teach certain topics to students enrolled in biophysics majors or
graduate programs. However, as an interdisciplinary subject par
excellence, biophysics is often studied at later stages in a research
career. Students join the field coming from biology, chemistry, or
physics, sometimes already as postdoctoral researchers. We hope
this article will be useful for them as well.
As an instructional module, the material presented here is most

appropriate for first-year graduate students in biophysics, biochem-
istry, or physical chemistry. We suggest teaching it in 2 stages. The
approach to binding of a ligand to one site in terms of probabilities
of the free and bound states can be introduced early, in the junior
year of an undergraduate degree. Binding to 2 or more sites would
be approached qualitatively at this point, emphasizing thinking
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about affinities of the ligand for binding sites
beyond the first. In most undergraduate bio-
physics or biochemistry programs, this topic could
be covered in a biophysics, biochemistry, or inter-
disciplinary lecture or in a lecture–lab combo. If
taught in a biophysics class, the material should
be presented in a way that the connections to
physical structure and mechanism are direct.
Therefore, binding should be approached in terms
of microscopic models. The second stage would
be in a course in biophysics or biophysical chemis-
try in the first year of a graduate program or the
senior year of a biophysics or biochemistry major.
Here, the focus would shift to the interactions
between binding sites in a more quantitative way.
The pH titration of ethylenediaminetetraacetic
acid (EDTA) is useful because of its familiarity to
students. At this point, however, students would
already be acquainted with proteins and enzymes,
from which additional examples could be drawn.
The concept of binding is of central impor-

tance in biophysical and biochemical education
(1). In most biophysics and biochemistry under-
graduate programs, the problem of ligand bind-
ing to macromolecules is typically taught first in
the third year, in an introductory biochemistry
or biophysics course. The classical approach to
ligand binding, as described in standard text-
books, such as Lehninger Principles of Biochemistry
(2), is essentially an algebraic approach, where a
binding curve is derived from the expression for
the equilibrium constant. Textbooks more geared
to biology programs, such as Stryer’s Biochemistry
(3), entirely avoid the algebra or any mathematic
representation of binding curves until a later chap-
ter on enzyme kinetics, where substrate binding
to enzymes is introduced. That text is clearly inad-
equate for a biophysics program. More complex
texts, such as the classic Cantor and Schimmel’s
Biophysical Chemistry (4) or van Holde’s Physical
Biochemistry (5), use a more complex mathemati-
cal formalism, still based on algebra and calculus,
but are clearly not appropriate for an undergradu-
ate course: the concepts tend to be lost in the
mathematics.
Furthermore, those approaches run into difficul-

ties when expanding the concept of binding to

include interactions. An entirely different way of
thinking is to start with the mechanism on the
basis of structure and approach binding from this
perspective (6). This idea is consistent with the
new pedagogic emphasis on causal mechanistic
reasoning (7). Fully grasping the problem of bind-
ing of a ligand to a macromolecule opens the
gates to understanding essential phenomena in
several areas of biophysics and biochemistry: in
enzyme kinetics, as substrate binding to an
enzyme; in receptor theory of signal transduction,
as the binding of a ligand elicits a signal; in the
regulation of protein or enzyme activity by activa-
tors and inhibitors; in the assembly of protein
complexes; and in interactions of proteins with
nucleic acids, for example, in DNA replication and
transcription, or in the translation of mRNA. Those
topics can be approached with variable emphasis,
either more on the biochemical side, in terms of
reactions and regulation, or on the biophysical
side, in terms of mechanism and interaction, and
the translation to mathematical expressions that
can be quantitatively compared with experiment.
This is the approach we advocate. Recently, ligand
binding to a protein was the topic of choice in
building a causal mechanistic way of reasoning in
chemical education (7). Novel approaches have
been tried and adapted to teaching the concept
of binding, given its central importance and broad
applicability. For example, the idea of saturation in
binding has been recently tackled as playing a
game of cards (8). Several technology-based aids
have been developed to help students under-
stand binding through visualization (9, 10).

II. SCIENTIFIC AND PEDAGOGIC
BACKGROUND
Here, we discuss a different way of teaching

binding. We advocate approaching the prob-
lem from a probabilistic and mechanistic point
of view instead of algebra. To be clear, we mean
algebra in the technical sense, as the field of
mathematics that bears its name, not in the com-
mon sense where it is essentially synonymous
with math or calculations. EDTA and even simpler
molecules are used to introduce the ideas. EDTA
is not the most exciting molecule, but it is useful
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because the mechanism of the mutual influence
of binding sites is easy to grasp, such as when 2
positive charges repel each other. Any molecules
that a student may easily relate to would be ade-
quate as well. For example, if the students had
prior acquaintance with a protein and one of its
ligands, that example could be used, either as
the subject itself or as motivation.
Ligand binding to macromolecules, for example,

binding of oxygen to hemoglobin or signal trans-
duction by a membrane receptor upon binding its
ligand, is one of the topics that have occupied bio-
physicists most extensively. Typically, we teach
binding beginning with the chemical equation for
the association of a ligand (L) to a protein (P) to
form a complex (PL)

Pþ L � PL (1)

The next step is to derive the equation for the
binding curve. The standard approach to solve
this problem is to use algebra (11). For one bind-
ing site, this is simple enough. When more ligands
bind or the same ligand binds to several sites on
the protein, the problem is supplemented with
additional binding reactions, and additional equa-
tions for the equilibrium constants, mass balance,
and charge balance. The problem is then set up
as a system of n equations for n unknowns, which
are the equilibrium concentrations of the different
chemical species (free ligand, free protein, and
protein with 1, 2, or more ligands bound). Solving
the algebraic problem that results is tedious and
not easy for most students. The presentation that
follows delineates an alternative pathway of
teaching binding to a molecule in the presence of
defined interactions. This pathway is formulated
as a sequence of ideas. Each idea suggests a moti-
vation or focus concept.

A. Idea: begin with familiar
representations
The proton binding equilibrium of a weak poly-

protic acid, such as EDTA, provides an example
where interactions are easy to understand, and to
which students can relate at earlier stages of their
learning, because this is one of the most studied

problems in analytical chemistry. To explain how
to teach these concepts is the first motivation for
this article. When 2 ligands, such as 2 substrate
molecules or a substrate and an inhibitor, bind to
a macromolecule, such as a protein, they often
interact. By interact, we mean that, in general,
binding of one ligand changes the binding of the
other. Classical examples of these interactions are
the binding of oxygen and protons (Hþ) to hemo-
globin, manifested as the Bohr effect (12–14); bind-
ing of lactate and NADþ to lactate dehydrogenase
(15, 16); and binding of the various nucleotides to
aspartate transcarbamylase (17). These interactions
are crucial to the function of biochemical systems.
However, explaining them to advanced under-
graduate or even beginning graduate students
using those biochemical systems may be over-
whelming. It is always advantageous to teach new
concepts in a familiar context, where a student can
make an intuitive connection to the system. Many
of the concepts required to understand complex
cases are already present in simpler ones. There-
fore, instead of teaching ligand interactions by
using the large and unfamiliar structure of a pro-
tein, we can start with a simple molecule, whose
structure can be drawn on a piece of paper. The
ability to write the molecular structure on a piece
of paper makes a direct connection to how most
students learned organic chemistry.

B. Idea: think in terms of probabilities
ofmicroscopic states
A second motivation is to present an approach

that is conceptually simpler and more powerful
than the traditional one. The usual approach to
proton or calcium binding to EDTA is as a problem
in algebra. The chemical constraints, that is, the
binding constants, mass, and charge balance, are
expressed as a set of equations to be solved for
the set of unknowns of interest, which are the
concentrations of the various chemical species.
Here, instead, we use the concept of the probability
of observing the various chemical species, or
microscopic states, of EDTA. To make the con-
nection to structure, we emphasize microscopic,
or molecular, interactions rather than phenome-
nological dissociation constants. This approach
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has great advantages from the point of view of
understanding and teaching. Once mastered, it
becomes intuitive, and can easily be extended to
more complex equilibria, which students will
encounter in a biochemistry course (6). To explain
the concepts involved in this approach, we begin
with the simple case of a diprotic acid. This system
illustrates all the important aspects of proton bind-
ing to any molecule or, indeed, of ligand binding
to a macromolecule. This stepwise approach, from
simple to complex molecules, can be combined
with a laboratory experiment (10).

C. Idea: the titration curve is the
number of protons bound as a
function of pH
The most informative way of displaying a pH

titration is by plotting the average number (nH)
of protons (Hþ) bound to a polyprotic acid mole-
cule as a function of pH (Fig 1). This function is
known by different names, such as formation
curve, difference plot, Bjerrum plot, binding iso-
therm, or adsorption isotherm, depending on the
culture of the area of chemistry (18). We will sim-
ply call it a binding curve.
In general, a binding curve is a plot of the

average number of ions or molecules bound to
another molecule as a function of the chemical

potential (l) of the species that binds (Eq. 2). In
this case, that species is Hþ.

m ¼ mo þ RT ln½Hþ� (2)

The pH is the negative of the chemical
potential of the proton. Inverting Eq. 2, approx-
imating activities by concentrations, and using

pH ¼ �log½Hþ�, we obtain

pH ¼ �m�mo

2:3 RT
(3)

One unfortunate point of confusion arises from
the language in different cultures of chemistry.
Inorganic chemists call ligand the larger mole-
cule, such as EDTA, to which ions bind. Biochem-
ists and biophysicists call ligand the smaller
species, such as a substrate that binds to a pro-
tein. The approach described here, however, is
completely general. It can be used to determine
the binding constants of a ligand to a macromol-
ecule by a determination of the average degree
of binding as a function of the concentration, or
the chemical potential, of the ligand.
Figure 1 shows titration curves of a diprotic acid

with different proton dissociation constants, labeled
according to the corresponding pKa values. A pro-
ton dissociation constant, also called an acidity con-
stant, is designated here by Ka (lowercase a as
subscript). It defines the pKa ¼ �logKa. The curve
in black is calculated for a diprotic acid with micro-
scopic pKa of 3.00 and 6.00. If we draw a line at an
average protonation level of nH ¼ 0:5, the first
protonation is half completed. If we draw a line at
nH ¼ 1:5, the second protonation is half com-
pleted. It is usually stated that the intersection of
those horizontal lines with the binding curve allows
for the determination of the apparent pKa of the
acid (18). That is true but only exact if the 2 pKa dif-
fer by at least 2 pH units. In Figure 1, the red line is
calculated with microscopic pKa of 4.00 and 6.00.
The intersections of the horizontal lines with the
binding curve occur at pH 3.98 and 6.01, which still
provide accurate estimates of the 2 pKa. However,
when the separation of the 2 pKa decreases, the
discrepancy between the estimate from the line
intersection and the real pKa increases significantly,

Fig 1. The average number nH of protons (Hþ) bound to a
diprotic acid molecule as a function of pH. The four curves are cal-
culated with microscopic pKa of 3.00 and 6.00 (black), 4.00 and
6.00 (red), 5.00 and 6.00 (blue), and 5.50 and 6.00 (turquoise). The
pKa values estimated from the intersections with the nH ¼ 0:5
and 1.5 lines are written on the graph.
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as shown by the blue and turquoise curves. In
those cases, to obtain the true pKa of the acid, it is
necessary to fit a theoretic equation directly to the
experimental titration curve.

D. Idea: teach new concepts in
familiar scenarios
To write the proton binding curve, that is, the

average degree of protonation (nH) as a function
of pH, we need to derive expressions for the con-
centrations of the various chemical species of the
acid molecule, which differ in the number of pro-
tons bound. Traditionally, this is approached as
an algebraic problem. However, a much deeper
understanding is obtained by using the central
concept of the binding partition function from statis-
tical thermodynamics (19, 20). This requires think-
ing in terms of the probabilities of observing the
various chemical species of the acid (6). Those
probabilities are then combined to obtain the
partition function, differentiation of which yields
the average degree of protonation. This method
is completely general; it can be used for any
molecule that binds any number of protons or
other ligands.
Typically, the first time undergraduate students

are exposed to the concept of the partition func-
tion is in a physical chemistry or quantum chemistry
course. That course may be taken at the junior or
senior level, depending on the program. The parti-
tion function is usually introduced as an integral
over translational, vibrational, or electronic energy
levels. Those are fairly advanced concepts in the
undergraduate curriculum. On the other hand, pH
titrations of acids and bases are introduced much
earlier, often in high school, and students relate to
those ideas in a more familiar way. When introduc-
ing a new concept, it is always advantageous to do
so in a familiar context. Hence, the advantage of
introducing the partition function in the context of
something familiar, such as pH titrations.

E. Idea: use probability instead of
algebra
We now present the essence of the approach. In

doing so, we stress the importance of the graphical

description, not just illustration, shown in Figure 2
for a diprotic acid in aqueous solution. Let us
assume that the acid is weak and that the conju-
gate base of the acid is also weak. This means
that proton binding is reversible under experi-
mental conditions. The base can bind a maxi-
mum number of 2 protons. In general, the 2
binding sites A and B for the proton are differ-
ent. An example is the amino acid glycine,
which can bind a proton on its amino group
or on its carboxylic acid group. The affinity of
the proton for each site is characterized by a
microscopic binding constant, KA or KB. They
are called microscopic because they are spe-
cific to the molecular site to which the proton
binds. They are identified here by capital let-
ters as subscripts.
Let us now treat proton binding with the par-

tition function method. Assume that binding
sites A and B are independent, which means
that binding Hþ to one site does not change the
binding affinity to the other. We want to know
how the acid molecules are partitioned among
the possible protonation states as a function of
the concentration of Hþ, that is, the pH. There
are 4 possible states of the acid molecule: with
no protons bound (X2�); with one proton bound
to site A (HAX

�, where the subscript indicates
site A); with one proton bound to site B (HBX

�);
and with 2 protons bound (H2X). The partition
function will contain 4 terms that are essentially
the probabilities of observing each of those 4
states. Those probabilities are directly propor-
tional to the corresponding concentrations.
Now, we choose the completely deprotonated
state (X2�) as the reference state. The probabili-
ties of the other states will be expressed relative
to this one. However, instead of writing them
immediately relative to the reference, we first

Fig 2. Diagram for an acid with 2 ionizable groups. The factors
over the connecting branches relate the probability of each state
to that of the preceding one.
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write them relative to the preceding state in a
protonation sequence. Figure 2 shows how each
state is obtained from the preceding one. To
calculate the probabilities, we use the binding
constants. The equilibrium constant KA con-
trols binding to site A and KB controls binding
to site B

KA ¼ ½HAX
��

½X2��½Hþ� (4)

KB ¼ ½HBX
��

½X2��½Hþ� (5)

The probabilities of HAX
� and HBX

– relative
to X2� are

½HAX
��

½X2�� ¼ KA½Hþ� and ½HBX
��

½X2�� ¼ KB½Hþ�

(6)

If the first proton binds to site A, the probabil-
ity that a second proton binds to site B is
obtained from the equilibrium constant KB.

KB ¼ ½H2X�
½HAX

��½Hþ� (7)

because binding to site A and B is assumed to
be independent. The probability of H2X relative
to HAX

� is then

½H2X�
½HAX

�� ¼ KB½Hþ� (8)

We could also have reached the state H2X
by binding first to site B and then to site A.
To express the probability of H2X relative to

the common reference state, X2�, recall that
the combined probability of 2 independent
events is the product of the probabilities of
the 2 events

½H2X�
½X2�� ¼ KA½Hþ� 3 KB½Hþ�

¼ KAKB½Hþ�2
(9)

Let us return now to Figure 2. The factors
KA½Hþ� and KB½Hþ� connect the probability of

each state to that of the preceding one in the
diagram. They are written over the branches

that connect states. To reach HAX
� from X2�,

we multiply the relative probability of X2�,
which is 1 (reference) by KA½Hþ�, which is the
relative probability of HAX

�. To obtain H2X
from HAX, multiply the relative probability of

HAX
�, which is KA½Hþ� by KB½Hþ�; this yields

KAKA½Hþ�2 for H2X. We can summarize those
relative probabilities as a set of relations that
express correspondence:

½X2�� ! 1 (10)

½HAX
�� ! KA½Hþ� (11)

½HBX
�� ! KB½Hþ� (12)

½H2X� ! KAKB½Hþ�2 (13)

Note that we obtain the last state by going
through the upper or the lower branch of the
diagram of Figure 2 but not both simulta-
neously. The terms in Eqs. 10–13 are the rela-
tive probabilities of the 4 states, relative to the
reference state X2�.

F. Idea: the partition function is a
list of the probabilities of all
microscopic states of the molecule
The partition function is the sum of the rela-

tive probabilities of all states available in the
chemical system. We choose to express those
probabilities relative to the completely depro-
tonated state (X2�).

Q ¼ 1þ KA½Hþ� þ KB½Hþ� þ KAKB½Hþ�2

¼ 1þ ðKA þ KBÞ½Hþ� þ KAKB½Hþ�2
(14)

The absolute probabilities of each proton-
ation state are then calculated by dividing
each term of Q by the entire Q. Those are the
fractions of each state that would be observed
experimentally,
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fo ¼ 1=Q; f1A ¼ KA½Hþ�=Q;
f1B ¼ KB½Hþ�=Q; and f2 ¼ KAKB½Hþ�2=Q (15)

If we do not know, or do not need to specify,
whether the first proton is bound to site A or B,
we can write

f1 ¼ ðKA þ KBÞ½Hþ�=Q (16)

G. Idea: observable, macroscopic
binding constants are combinations
ofmicroscopic constants
Usually, we only know how many protons are

bound to the molecule but do not know if they
are bound to site A or site B. We abbreviate the
acid with 2 protons bound as H2X: the intermedi-
ate, amphiprotic form, with one proton bound as
HX�, and the fully deprotonated base as X2�. In a
typical experiment, we can measure the equilib-
rium binding constant K1 for the first proton.
However, because we do not actually know if,
microscopically, the proton is bound to site A or
to site B, we call this observable a macroscopic
binding constant. Because the proton can bind
to either site, K1 ¼ KA þ KB. That is why the com-
bination KA þ KB appears in the partition function
(Eq. 14). The second proton has to bind to the
empty site available. We usually characterize the
system by 2 macroscopic equilibrium binding
constants, K1 and K2, corresponding to the 2
equilibria,

X2� þ Hþ �K1 HX� (17)

HX� þ Hþ �K2 H2X (18)

The 2 macroscopic equilibrium constants are
given by

K1 ¼ ½HX��
½X2��½Hþ� (19)

K2 ¼ ½H2X�
½HX��½Hþ� (20)

When they are written in this manner, we are
not specifying to which of the 2 binding sites each
proton binds. If we want to refer to binding to spe-
cific molecular binding sites, we use the micro-
scopic binding constants KA and KB. We can
describe binding equally well by using microscopic
or macroscopic binding constants, but it is essen-
tial to be clear about whether we are referring to
one or the other type of equilibrium constants. If
K1 is the first macroscopic binding constant and K2
is the second, the binding diagram can be drawn
as in Figure 3, where we again write the binding
constants and the proton concentrations above
the branches representing the 2 equilibria.
Let us now write the partition function by using

macroscopic binding constants. This time, we are
going to use the diagram of Figure 3 directly,
because we already learned what it represents and
how it works. The factors over the branches con-
nect the probability of a state to that of the pre-
ceding one, and the relative probability of the
deprotonated state is 1. Thus, we have the set of
correspondences between concentrations and rel-
ative probabilities:

½X2�� ! 1
½HX�� ! K1½Hþ�
½H2X� ! K1K2½Hþ�2

(21)

The partition function is the sum of the rela-
tive probabilities,

Q ¼ 1þ K1½Hþ� þ K1K2½Hþ�2 (22)

and the absolute probabilities, or the observ-
able fractions, of each state are

fo ¼ 1=Q; f1 ¼ K1½Hþ�=Q; and

f2 ¼ K1K2½Hþ�2=Q (23)

Now, compare the 2 partition functions, writ-
ten with microscopic and macroscopic constants,

Fig 3. Diagram for an acid with 2 ionizable groups. The factors
over the connecting branches relate the probability of each state
to that of the preceding state.

Understanding binding reactions

Almeida et al. The Biophysicist 2024; 5(1). DOI: 10.35459/tbp.2024.000246 37

http://prime-pdf-watermark.prime-prod.pubfactory.com/ | 2025-01-13



in Eqs. 14 and 22. We see that K1 ¼ KA þ KB
(because the first binding can occur to either site)
and KAKB ¼ K1K2. From the latter, we can see
that K2 ¼ KAKB=ðKA þ KBÞ. Finally, note that if
KA � KB, the macroscopic constants are identical
to the microscopic ones, K1 ¼ KA and K2 ¼ KB.

H. Idea: nH is the average number
of protons bound
The average degree of protonation, abbreviated

as nH, is the average number of protons bound
per macromolecule. It is a weighted average of
the contributions of each state, where the weights
are the number of protons bound in each state: 0,
1, or 2, for X2�, HX�, and H2X, respectively.

nH ¼ 0 3 ½X2�� þ 1 3 ½HX�� þ 2 3 ½H2X�
½X2�� þ ½HX�� þ ½H2X�

(24)

¼ 0 3 1þ 1 3 K1½Hþ� þ 2 3 K1K2½Hþ�2
1þ K1½Hþ� þ K1K2½Hþ�2

(25)

¼ K1½Hþ� þ 2K1K2½Hþ�2
Q

(26)

As the number of binding sites increases, the
previous calculation becomes tedious. For exam-
ple, EDTA binds 6 protons, 2 on the nitrogen
atoms and 4 on the carboxylic acids. However, tak-
ing the derivative of the partition function with
respect to the proton concentration, dividing by

Q, and multiplying by ½Hþ� immediately yields nH,

nH ¼ ½Hþ�
Q

dQ

d½Hþ� (27)

This is the origin of the designation difference
plot for nH versus pH: it arises by differentiation
of Q. This equation can be written more suc-
cinctly if we use the formula for differentiation of
a logarithm

dlnx

dx
¼ 1

x
(28)

where x is ½Hþ� or Q. Rearranging Eq. 28, we
obtain

dlnx ¼ dx

x
(29)

Now, we apply Eq. 29 to [Hþ] and Q in Eq. 27
to obtain the compact form

nH ¼ dlnQ

dln½Hþ� (30)

For the case that we are considering, with 2
protons, Eq. 27 yields,

nH ¼ K1½Hþ� þ 2K1K2½Hþ�2
1þ K1½Hþ� þ K1K2½Hþ�2 (31)

which is easily extended to complex systems,
where the algebraic approach (Eqs. 24–26) would
be tedious.

I. Idea: mathematical expressions
are necessary to compare the
model with experiment
Typically, to determine the pKa of an acid, we

perform a potentiometric titration, in which the
fully protonated form of the acid (H2X) is titrated
with a strong base, such as NaOH. An experi-
mental titration curve of EDTA is shown by the
dotted black line in Figure 4. It represents the
dependence of pH on the moles of titrant, or
the number of strong base equivalents, desig-
nated by

mB ¼ molNaOH

mol XT
(32)

Eq. 31 gives the pH dependence of nH, not of
mB. However, the titration curve can be trans-
formed into the average degree of protonation
as a function of pH. Either curve can be used to
determine the pKa of the acid, in a graphical
manner (from the inflection points of the curve),
provided the pKa values differ by 2 or more pH
units, or by a fit of the mathematical expression
to the experimental titration curve. Therefore, we
need to derive a mathematical expression that
connects nH (Eq. 31) to mB (Eq. 32). The detailed
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derivation, which is similar to that of Kraft (18),
is provided in the Supplemental Material. The
result is

nH � n ¼ 10ðpH�pKwÞ � 10�pH

½XT �o Vo
Voþv

� mB (33)

This equation can be rearranged to represent
mB as a function of pH

mB ¼ 10ðpH�pKwÞ � 10�pH

½XT �o Vo
Voþv

� ðnH � nÞ (34)

The titration curve is usually shown as a plot
of pH as a function of mB (Fig 4), which is just a
switch of the 2 axes, or of the dependent and
independent variables in Eq. 34.
Finally, a fundamental simplification of Eq.

34 is warranted. If the acid and the base are
fairly concentrated, the first term on the right
side of Eq. 34 is much smaller than the
second

10ðpH�pKwÞ � 10�pH

½XT �o Vo
Voþv

� ðnH � nÞ (35)

Typically, the order of magnitude of the terms

10�pH and 10ðpH�pKwÞ in the numerator of Eq. 34

is smaller than 10�4, and their difference is even
smaller. In the denominator, the factor Vo=ðVo þ
vÞ is of order 1. The initial acid concentration is

typically larger than 10�3 M, usually about 0.1 M.
The second term in Eq. 34, nH � n, is of order 1.
Therefore, the inequality (Eq. 35) almost always
holds, and we can greatly simplify Eq. 34 to

mB ¼ n� nH (36)

Figure 4 shows the range of validity of this
approximation for EDTA. The approximate titra-
tion curve (red dashed line) is compared with
the full expression (turquoise solid line). Clearly,
it is valid for pH $2. In this interval, the approx-
imation given by Eq. 36 is valid, and the pH
dependence is entirely contained in nH. For a
diprotic acid, nH is given by Eq. 31, so we have

mB ¼ 2� K1½Hþ� þ 2K1K2½Hþ�2
1þ K1½Hþ� þ K1K2½Hþ�2 (37)

Thus, Eq. 37 is the explicit binding model we
sought. It is usually called a binding curve or
binding isotherm. The model represents the
dependence of nH on the binding constants and
[Hþ], and can easily be written from the parti-
tion function.

J. Idea: estimate binding constants
and interactions from simpler
compounds
The fully protonated structure of EDTA is shown

in Figure 5. It has 6 binding sites for Hþ: 4 equiva-
lent carboxylic acid groups and 2 equivalent amino
groups (21, 22), thus, 6 pKa values. Here, KA is the
microscopic binding constant of Hþ to the amino
group of EDTA, and KB is the microscopic binding
constant to the carboxylate group. The parameter
a represents the interaction between 2 adjacent,
protonated carboxylic acids. The parameter b
represents the interaction between adjacent,

Fig 4. Titration curve of EDTA. Black, experimental potentiometric
titration of �1 mM EDTA. The titration was performed with KOH for
pH $2:89 (0.1 M KOH and 1.0 M KOH in the high pH region) and
with HCl for pH � 2:89 (1 mM, 0.1 M, and 1.0 M HCl in the low pH
region). However, the values of pH <4 or >10 are not accurate
because they are out of the range of reliable calibration of the elec-
trode. The smaller pKa values of EDTA cannot be determined from
this type of titration (21–23). Turquoise, complete titration curve cal-
culated from Eq. 34 by using the experimental pKa values. Red,
approximation calculated disregarding the terms arising from the
added titrant (Eqs. 35–36).
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protonated amines and carboxylic acids. The
parameter x represents the interaction between
the 2 adjacent, protonated amines. To estimate
those interaction parameters, we use the sim-
pler model compounds glutaric acid, ethylenedi-
amine, and glycine.
The simpler compounds in Figure 5 resemble

different parts of the EDTA molecule. They pro-
vide a way to estimate KA, KB, a, b, and x. The
experimental pKa values of EDTA are listed in
Table 1 (23–26). Also listed are the 6 macro-
scopic binding constants that are related to
each pKa by expressions such as pKa1 ¼ logK1
for the first site, and similarly for the other sites.
Note that Ka1 is a dissociation constant,
whereas the corresponding K1 is a binding con-
stant (Ka1 ¼ 1=K1).
The binding constants for the amino and car-

boxylic acid groups are KA and KB. The pKa for
primary alkylamines is about 10, whereas the
pKa for primary alkyl carboxylic acids is about 5.
Thus, the binding constant is much larger for
the amino group than for the carboxylic acid.
Aliphatic primary amines have pKa of 10.6; in
ethylenediamine, the first pKa is 10.0, and in gly-
cine, it is 9.74. We will use pKa ¼ 10:0 for the
amino group, which corresponds to a microscopic

binding constant KA ¼ 1:0 3 1010. The pKa of
carboxylic acids varies between 4 and 5 and
increases with chain length. For acetic acid, pKa ¼
4.76, and for octanoic acid, pKa ¼ 4.9 (24). The
longer chains probably reflect more closely the
intrinsic value. Therefore, we use pKa ¼ 5:0 for
the carboxylic acid group, which corresponds to a

microscopic binding constant KB ¼ 1:0 3 105.

K. Idea: Interaction parameters
reflect molecular structures
Now, we estimate a, b, and x. Note that the 3

simpler model compounds in Figure 5 contain,
separately, the same types of interactions pre-
sent in EDTA. Ethylenediamine is used to esti-
mate x, glutaric acid to estimate a, and glycine
to estimate b. The interactions represented by a,
b, and x are essentially electrostatic in origin (27).
They arise as a repulsion between 2 Hþ bound to
2 nearby sites on the same molecule. They repel
each other with an energy E, which results in a
decrease in the probability of both protons being

bound by a factor of the form e�E=RT .

L. Idea: write the partition function
based on the structure
It is important to have estimates of the

binding constants and interaction parameters
before writing the partition function (Q)
because they allow us to simplify Q. To write
the exact partition function for proton binding
to EDTA is laborious because all possible pro-
tonation states need to be taken into account.
The full expression is provided in the Supple-
mental Material. However, it is not necessary.
Instead, we derive a simpler Q, which is easy
to write and an excellent approximation. By
inspection of the structures of the 3 model
compounds (Fig 5), we can write the partition
functions. This is also an exercise applying
what we have learned so far.
Glutaric acid has 2 identical carboxylic acid

groups, so there are 2 identical binding sites
for Hþ, with the same microscopic binding con-

stant, KB ¼ 1:0 3 105. Experimentally, there
are 2 macroscopic pKa values, 5.4 and 4.3
(Table 1). Why are there 2 pKa values and why
the difference? We can draw a diagram for glu-
taric acid similar to that of Figure 2, except that
KA and KB are identical, and the factor a will
lower binding affinity of the second proton.
The first term of the partition function is 1, rep-
resenting the probability of the “empty” state
(reference: no protons bound). The second
term is 2KB½Hþ� and represents the state with 1

Fig 5. The EDTA in its fully protonated state and 3 simpler com-
pounds, glutaric acid, ethylenediamine, and glycine, used to model
the proton binding constants and the interactions.
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proton bound. The larger the binding constant
and the proton concentration, the larger the

product KB½Hþ� and the higher the probability
of having a proton bound. The factor of 2
occurs because the first proton can bind to
either of the 2 carboxylates: this state has a
multiplicity of 2. The third term corresponds to
protons bound to both sites. There is a factor

of KB½Hþ� for each proton, hence, the square.
The new feature is that when both sites are
occupied, the protons interact, essentially by
electrostatic repulsion. That brings in the factor
a,1, which lowers the probability of both pro-
tons binding. Hence, the microscopic partition
function for glutaric acid, or indeed for a dicar-
boxylic acid, in general, is

Q ¼ 1þ 2KB½Hþ� þ aK2
B ½Hþ�2 (38)

Now, the macroscopic partition function for
a diprotic acid was given by Eq. 22

Q ¼ 1þ K1½Hþ� þ K1K2½Hþ�2

Therefore, the first macroscopic binding con-
stant is K1 ¼ 2KB, which corresponds to the

macroscopic pKa1 ¼ 5:4 (K1 ¼ 10pKa1 ). Taking
logarithms, we have pKa1 ¼ log 2þ log KB:
With log 2 ¼ 0:30 and log KB ¼ 5:0 (KB ¼

1:03105), we obtain pKa1 ¼ 5:3, very close to
the experimental value of 5.42 (Table 1). Its
larger-than-normal value for a carboxylic acid is
entirely explained by the multiplicity of 2 for the
singly protonated state. The second macro-
scopic binding constant is obtained from

K2 ¼ 10pKa2 . With pKa2 ¼ 4:33 for the second

proton, this yields K2 ¼ 2:14 3 104. The value
of a is then obtained by comparing the last
terms of Q in the micro- and macroscopic ver-
sions of the partition function (Eqs. 22 and 38),

which show that K1K2 ¼ aK2
B : Using K1 ¼ 2KB,

this yields a ¼ 2K2=KB:
Using the values of K2 and KB for glutaric acid,

we obtain a ¼ 0:43. An interesting question is
how far apart the 2 carboxylic acid groups
would need to be in order for the electrostatic

Table 1. Experimental pKa and corresponding macroscopic proton binding constants of EDTA and several compounds used to model the
values of proton binding constants and interactions parameters. The values listed are averages of those reported (23, 25, 26).

pKa Binding constant ðK 5 10pKaÞ References

EDTA

pKa1 10.1 6 0.3 K1 1:25 3 1010 (23, 25, 26)

pKa2 6.16 6 0.01 K2 1:46 3 106 (23, 25, 26)

pKa3 2.64 6 0.05 K3 4:37 3 102 (23, 25, 26)

pKa4 2.02 6 0.04 K4 1:05 3 102 (23, 25, 26)

pKa5 1.35 6 0.35 K5 2:22 3 101 (23, 25, 26)

pKa6 0.23 6 0.04 K6 1.70 (23, 25)

Glycine

pKa1 9.74 6 0.08 K1 5:52 3 109 (24–26)

pKa2 2.35 6 0.01 K2 2:24 3 102 (24–26)

Primary alkylamines

pKa1 10:636 0:03 K1 4:28 3 1010 (25)

Ethylenediamine

pKa1 10.0 6 0.1 K1 1:0 3 1010 (24–26)

pKa2 7.2 6 0.3 K2 1:8 3 107 (24–26)

Glutaric acid

pKa1 5.42 6 0.01 K1 2:63 3 105 (24–26)

pKa2 4.33 6 0.01 K2 2:15 3 104 (24–26)

Understanding binding reactions

Almeida et al. The Biophysicist 2024; 5(1). DOI: 10.35459/tbp.2024.000246 41

http://prime-pdf-watermark.prime-prod.pubfactory.com/ | 2025-01-13



repulsion between their protons to be negligi-
ble, that is, for a ¼ 1. It is probably necessary to
increase the chain to 10 carbons or more. In
heptane-, octane-, nonane-, and decanedioic
acids, pKa2 ¼ 4:56 0:1 (24–26), indicating that
electrostatic repulsion is still present (a, 1). In
decanedioic acid, pKa1 ¼ 5:59 and pKa2 ¼ 4:59
(24). We can probably attribute to experimen-
tal error the value of pKa1 ¼ 5:59, slightly
larger than the expected 5.3. If we use

KB ¼ 1:0 3 105, as done previously, and
pKa1 ¼ 4:59, we now obtain a � 0:8, still <1.
This would be an interesting problem to pro-
pose to students that could be presented at dif-
ferent levels of difficulty.
Next, we use ethylenediamine to estimate

x. The problem is exactly the same. Formally,
the partition function is identical to that of
glutaric acid but with different values for the
constants,

Q ¼ 1þ 2KA½Hþ� þ xK2
A ½Hþ�2 (39)

The 2 experimental pKa values are about 10.0

and 7.25 (Table 1), yielding K1 ¼ 1:0 3 1010

and K2 ¼ 1:8 3 107, for binding the first and
second protons to the 2 amino groups. Using
the same reasoning as for glutaric acid, we

obtain x � 5 3 10�3.
Finally, we use glycine to estimate b. Again,

we use the diagram of Figure 2 to guide us.
The problem is similar, except that the 2 bind-
ing sites are distinct, with very different bind-
ing constants. One is an amino group (site A,

pKa1 ¼ 9:74; K1 ¼ 5:5 3 109), and the other
is a carboxylate group (site B, pKa2 ¼ 2:35,

K2 ¼ 2:2 3 102). However, because the bind-
ing constant KA � KB, we can simplify the
treatment and consider that the first proton
always binds to site A and the second, to site B.
Thus, we can safely assume that there is never a
glycine molecule with a protonated COOH and
a deprotonated NH2 group, and only the top
branch of the graph of Figure 2 applies. There-
fore, the partition function for glycine is

Q ¼ 1þ KA½Hþ� þ bKAKB½Hþ�2 (40)

where b represents the repulsive interaction
between the 2 protons when both are bound. This
repulsion explains why the pKa ¼ 2:35 for this
carboxylic acid is much smaller than the typical
pKa ¼ 5:0. Following the same reasoning as for
ethylenediamine and glutaric acid, we compare
the macroscopic and microscopic partition
functions. Here, K1 ¼ KA, and K1K2 ¼ bKAKB.
Using pKa ¼ 5:0 for the carboxylic acid,

KB ¼ 1:0 3 105. Thus, b ¼ K2=KB, which

yields the estimate b � 2 3 10�3.

M. Idea: Go from chemical structure
to mathematics
We can think of the structure of EDTA as being

built from the 3 units represented by the model
compounds glutaric acid, ethylenediamine, and
glycine (Fig 5). Similarly, the partition function can
be conceived as built from the 3 independent
partition functions. However, the full partition
function of EDTA is complicated because no pro-
ton binding is truly independent. The problem
lies in the interaction represented by b, which
provides a communication between the central
ethylenediamine and the 2 glutaric acid-like
groups of EDTA. If it were not for b, the ethylene-
diamine and the 2 glutaric acid-like groups would
be independent. The probability of independent
events is the product of the probabilities of each
event. If that were the case, the partition function
of EDTA could be simply approximated as the
product of those of ethylenediamine and 2 gluta-
ric acid units (Eqs. 38 and 39),

Q � ðQdiamineÞðQglutaricÞ2 (41)

� ð1þ 2KA½Hþ� þ xK2
A ½Hþ�2Þð1þ 2KB½Hþ� þ aK2

B ½Hþ�2Þ2:
(42)

That is not the case, though, because b � 10�3

� 1, and it will have to be included in any states
where a proton is bound to a nitrogen and to a
carboxylic acid on the same side of the EDTA
molecule. The exact partition function can be
obtained by enumeration of all possible states.
However, it is much more instructive to write it
using the approximations that can be reasonably
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made, which means excluding states that are
very unlikely. Indeed, proton binding to the
amino groups of ethylenediamine is much stron-
ger than to any of the carboxylate groups. There-
fore, we can assume that the first 2 protons bind
to the amino groups, and we can exclude all
states with a protonated carboxylic acid but at
least one amino group deprotonated. Figure 6
shows all the states of EDTA that are likely to
be observed as [Hþ] increases. In the first row,
we have 3 states. The first is the empty state,
our reference, which contributes a term of 1
to the partition function (Eq. 43). The second
is a state with 1 proton on a site of type A

(amine), which contributes the factor 2KA½Hþ�.
The factor of 2 occurs because the proton can
be on either of the 2 nitrogens. We say that
the multiplicity of this state is 2. The third
term represents a state with both amines pro-

tonated. This corresponds to a factor KA½Hþ�
for each proton, hence, the square. Because
they interact repulsively, the interaction fac-
tor x must be included, which reduces the
probability of this state. There is only one
way of producing it, so the multiplicity is 1.

Q ¼ 1þ 2KA½Hþ� þ xK2
A ½Hþ�2 3 ð1

þ 4bKB½Hþ� þ 4b2K2
B ½Hþ�2 þ 2ab2K2

B ½Hþ�2

þ 4ab3K3
B ½Hþ�3 þ a2b4K4

B ½Hþ�4Þ

(43)

In the second row, we have 3 more states. In
the first, there is a proton on one of the type B
sites (carboxylic acid). This brings in the factor

KB½Hþ�. In addition, the repulsive interaction
between a proton on site B and the one on the
adjacent site A brings in the repulsive interaction
factor b. There are 4 possible structures like this
(the proton can be on any of the 4 carboxylic
acids), hence, the multiplicity of 4. Next, we have
a state with 2 protons bound to B sites on either
side of the molecule, each bringing in the factor

bKB½Hþ�, hence, the square. There are 4 possible
ways of having 2 protons on B sites on opposite
sides of the molecule, hence, the multiplicity of
4. Last on this row, we have a state with 2 pro-
tons bound to B sites on the same side of the
molecule. The 2 protons interact repulsively,
bringing in factor a, which was not present in
the previous term. Both protons can be on the
right or the left, hence, the multiplicity of 2. In the
last row, we have a state with 3 protons on B
sites, 2 of which interact (a factor), bringing in the

factor ab3K3
B ½Hþ�3 and the state with all protons

bound and all the interactions between them.
Finally, collecting terms in equal powers of [Hþ],

Q ¼ 1þ 2KA½Hþ� þ xK2
A ½Hþ�2

þ 4xbK2
AKB½Hþ�3 þ 4xb2K2

AK
2
B ½Hþ�4

þ 2xab2K2
AK

2
B ½Hþ�4 þ 4xab3K2

AK
3
B ½Hþ�5

þxa2b4K2
AK

4
B ½Hþ�6; (44)

where each row in Eq. 44 corresponds to a row
in the diagram of Figure 6.

III. RESULTS AND DISCUSSION

A. Parameters are determined by
comparing the model with
experiment
In science, understanding always arises from

comparison of theory with experiment (28). In

Fig 6. The most representative states of EDTA as [Hþ] increases.
The top figures show EDTA and its sketch, indicating the 2 different
types of sites, A and B, and the interactions between protons when
bound (a, b, and x). The other sketches represent the various states
of EDTA with increasing numbers of protons bound. The numbers
under each sketch indicate how many times each of those types of
structures occurs.

Understanding binding reactions

Almeida et al. The Biophysicist 2024; 5(1). DOI: 10.35459/tbp.2024.000246 43

http://prime-pdf-watermark.prime-prod.pubfactory.com/ | 2025-01-13



our case, the binding constants and interaction
parameters are determined by comparing the
model with experimental EDTA titration data.
Thus, we must first obtain an explicit binding
model, or binding isotherm, from the partition
function. For example, the binding model for 2
sites was given by Eq. 37. Then, it is necessary to
compare the model with the experimental bind-
ing data. This comparison is performed by fitting
the model to the data, which also determines the
parameters. A favorable comparison with experi-
ment lends support to the model. Note, however,
that it does not prove it; in fact, a model can be
disproved but not proved (28, 29).
Let us recall how to obtain the binding iso-

therm from the partition function by using Eqs.
30 and 31. First, we differentiate the partition
function of EDTA (Eq. 44) with respect to [Hþ],
by using Eq. 30, to obtain the model for the
binding of protons to EDTA as a function of pH.
Second, we fit the resulting binding isotherm to
the experimental titration data. The result is
shown in Figure 7. From the fit, the values of the

5 parameters are obtained: KA ¼ 6:2 3 109

(amino group); KB ¼ 1:0 3 105 (carboxylic acid

group, fixed); a ¼ 0:11; b ¼ 1:2 3 10�3; and

x ¼ 4:7 3 10�4. The apparent, macroscopic

pKa values are pKa1 ¼ 10:10, pKa2 ¼ 6:16,
pKa3 ¼ 2:67, pKa4 ¼ 2:09, pKa5 ¼ 1:09, and
pKa6 ¼ 0:51, in very good agreement with the
experimental values. The results are summarized
on the left side of Table 2.
The values of the Gibbs energy corresponding

to the microscopic binding constants (KA, KB) or
the interaction parameters between bound pro-
tons (a, b, and x) were calculated from DGA ¼
�RT lnKA (or KB) or DGa ¼ �RT lna (or b or x)
and are also listed on the right in Table 2. The
interaction between 2 protons bound to carbox-
ylic acid groups, DGa � 1 kcal/mol, is very small.
However, those involving protons bound to nitro-
gen are large and comparable, DGb ¼ 4 kcal/mol
and DGx ¼ 4:5 kcal/mol, indicating a stronger
electrostatic repulsion between these bound pro-
tons (see Fig 5).
Note that the partition function method allows

us to write binding models, not predict the loca-
tion of binding sites on a chemical structure, such
as EDTA, or on a macromolecular structure of a
protein, for example. We advocate the use of
structural knowledge, if available, to write the
model: Go from chemical structure to mathemat-
ics. In EDTA, we know the type of proton binding
site (carboxylic or amino group), which gives
information about the values of the binding con-
stants. However, to write the partition function, it
does not matter how or where the ligand binds,
but just that it binds and to how many sites. That
is how the chemical structure comes into play in
every case. In more complex cases, typically in

Fig 7. The binding curve for EDTA protonation, nH as a function
of pH, calculated from the experimental pK values (turquoise) and
from the approximate partition function Q (Eq. 44). The value of
the binding constant of the proton to the carboxylic acid group
was held fixed at KB ¼ 1:0 3 105 (logKB ¼ 5:0). The fit yields
KA ¼ 6:2 3 109 (amino group), a ¼ 0:11; b ¼ 1:2 3 10�3,
and x ¼ 4:7 3 10�4.

Table 2. Comparison of the experimental and model parameters.
The corresponding values of the Gibbs energy for the model
parameters are also listed.

EDTA pKa Model parameters

Experimental Calculated Parameter
DGo

(kcal/mol)

pKa1 10.1 10.1 KA 6:2 3 109 �13.4

pKa2 6.16 6.16 KB 1:0 3 105 �6.8

pKa3 2.64 2.67 a 0.11 1.3

pKa4 2.02 2.09 b 1:2 3 10�3 4.0

pKa5 1.35 1.09 x 4:7 3 10�4 4.5

pKa6 0.23 0.51
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proteins, we may not know exactly how or how
well the ligand binds. The binding strength is usu-
ally not available from the structure itself, even if
we know which amino acid residues interact with
the ligand and how, from the 3-dimensional struc-
ture of the protein. Sophisticated methods can be
used to estimate binding strength, but this infor-
mation is usually not available.
We have provided an example of how to

understand and teach binding reactions on the
basis of the origins of the molecular interactions
involved. The task of deriving an exact model to
describe binding is formulated in terms of the
probabilities of occurrence of the various molecu-
lar species, instead of as a problem in algebra.
The particular case of EDTA was chosen because
it illustrates the important points of this approach
and provides an example that is already familiar
to most students. The method can easily be
extended to ligand binding to proteins, including
complex cases. For example, oxygen binding to
hemoglobin, which includes a conformational
transition and cooperativity, can be treated in
exactly the same way (6). The important concepts
that are relevant at each stage of the approach
are highlighted here. The advantage of this
approach is that its complexity does not scale
with the size and complexity of the molecule to
which it is applied. Therefore, it remains concep-
tually simple when used to understand binding
interactions in macromolecules, such as proteins
or nucleic acids.

B. Reflection
We used this approach in a first-year biochem-

istry graduate course that focused on proteins,
about 10 years ago. At the time, student percep-
tions that could be published were not col-
lected. Therefore, we can only offer a personal,
and probably biased, reflection. In general, the
students reacted well to the approach. It proved
important, before proceeding to applications,
that the students grasped the fundamental idea
of the partition function method: the system is
partitioned between several possible states,
which are populated according to probabilities.
Simple 2-state systems are ideal starting points,

even those that do not involve binding, such as
protein unfolding, or spin one-half systems.
We are currently experimenting with teach-

ing ligand binding to macromolecules in a bio-
chemistry course at the junior undergraduate
level by using both the traditional and the par-
tition function approaches. We ask students to
solve a problem by both methods and collect
the assessment of each and how they compare.
In addition, we plan to use the partition function
approach from the start in a junior-level course
on biophysical chemistry, to be taught in a bache-
lor’s degree program in biochemistry. This experi-
ence is just beginning. The results will be the
subject of future communications.

SUPPLEMENTAL MATERIAL
The full derivation of the titration curve is available at:

https://doi.org/10.35459/tbp.2024.000246.S1.
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